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TARGET PARAMETER ESTIMATION IN THE NEAR-FIELD WITH TWO SENSORS -

HEMCHANDRA M. SHERTUKDE and YAAKOV BAR-SHALOM

Electrical Engineering and Computer Science Department.

* University of Connecticut, U-157,

, Storrs, CT 06268

" ABSTRACT
,4

* A performance prediction procedure is developed for the evaluation

of a passive tracking technique for the localization of targets in the

near-field of the sensors. The target moves in a three-dimensional

space with a constant velocity at a constant depth. The parameter

vector is thus five-dimensional. Target localization parameter

identifiability is established with the aid of the Fisher Information

Matrix (FIM). The FIM is evaluated for various combinations of the

following sequences of measurements: time difference of arrival (TDOA)

* between the two sensors, depression angles measured at the two sensors,

.. and frequency measurements obtained separately with the two sensors.

The FIM is used to determine bounds on localization performance.

- and the corresponding uncertainty ellipses associated with the target

position are evaluated for various tracking scenarios.

The theoretical results are corroborated by applying a maximum

* likelihood estimation algorithm to simulated data and observing the

- results for a series of Monte Carlo simulations. Acession For
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I. INTRODUCTION"

1* The problem of passively tracking the position of a target in two

dimensions has been extensively discussed in the literature (11-[7). A

performance prediction procedure is developed and applied to the i
evaluation of a passive three-dimensional tracking problem, where

* the target moves at a ccnstant depth with constant velocity. The position "'

. and velocity of the target can be estimated from passive measurements

obtained with as few as two sensors which are omnidirectional in the

horizontal plane with possible added capability to measure depression

angles, in which case they are vertical arrays.

The Fisher Information Matrix (FIM) [101 is evaluated for various

* combinations of the following sequences of measurements time difference

*1 of arrival (TDOA) between the two sensors, depression angles measured at

-. the two sensors, frequency measurements obtained separately with two

* sensors. The following issues are addressed:.

1) Identifiability - under what conditions (if any) can the target

localization parameters be estimated. .... .

2) Assessment of the quality of the parameter estimates via evaluation

of the Cramer-Rao Lower Bound (CRLB) of the estimation error covariance

[ 91, 10.

3) Development of a suitable numerical algorithm that yields the

• :? .:. ,.

... :.

• . -, .9*%

-. * -..- * - .. *..
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Maximum Likelihood Estimate (MLE) of the parameters by maximizing

the likelihood function (10].
It

4) Comparison of the performance obtained with simulated data to the

theoretically predicted CRLB for validation of this approach. % , 6

The results demonstrate that reliable estimates of the target position

in three dimensions and its velocity can be obtained with measurements

such as TDOA between the two sensors and two depression angle

measurements. Addition of frequency measurements enhances the accuracy of

the estimates. Even with a very limited number of measurements, e.g., six

to eight TDOA measurements combined with the depression angle

measurements, the target can be localized when in the vicinity of the

sensors, i.e, in a region where the observed measurements change

noticeably with time. In addition, the results indicate that the

near-field estimates obtained from combined TDOA, depression angle and . .,-

frequency measurements are comparable with bearing measurements, which

require additional complexities. The table below summarizes the results

for various sensor configurations.

Conf. TDOA Freq. Dep. Localization performance
Ang.

A X - X Identifiable

B X Practically unidentifiable L

C X X X Identifiable (good performance)

D - X - Identifiable (marginal performance)

E X X Identifiable (better than D) '.

F X X Identifiable

G - - X Practically unidentifiable

Table 1. Summary of results

q °
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Section II discusses the formulation of the target

localization problem in three dimensions, and the identifiability

condition, stated in terms of the Fisher Information Matrix.

In addition, other measures of performance relating to eigenvalue

dispersion and target position uncertainty are also discussed.

Section III deals with the CRLB for target localization which is

numerically evaluated for various target trajectories and sequences of

measurements. .

In Section IV the target localization performance is evaluated

experimentally using simulated data in conjunction with a gradient-based

Maximum Likelihood algorithm and the errors are compared to the CRLB. The

results compare well with the theoretical predictions. Examination of the

gperfor m ance for various test cases provides important insight into the

localization accuracy as it depends on the target trajectory relative to

the sensor positions and the types of measurements used.

Section V presents a summary and conclusions. The approach is

sufficiently general to be applied to air acoustics, passive radar or

electromagnetic direction finding.

7. "W 1
%
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II. PARAMETER IDENTIFIABILITY AND PERFORMANCE PREDICTIONS.

The target localization information contained in sequences of

measurements is examined with the aid of the Fisher Information Matrix.

The FIM will be used to determine the CRLB on the error covariance matrix

of the target localization parameter vector 0.

The analysis is performed for a three-dimensional case where the

target trajectory and the sensors are not in the same plane. In

configuration A from Table I the passive acoustic sensors (vertical

arrays, omnidirectional in the horizontal plane) are placed on the

surface of the ocean and the target moves at a constant depth.

The analysis is done for various combinations of the following sequences

of measurements

1) TDOA between the two sensors : Td(ltk).

2) Depression angle from sensor i Ai1(,tk), i-1,2

3) Frequency (Doppler-shifted) at sensor j : fj(Otk), J=1,2

I.I CRLB for TDOA and Depression Angle Measurements.

Consider the two sensors represented in Fig.1 with known locations

(xi ,yO), i-1,2. The position of the target at time tk is given by:

x(t)-Xo Vx (11.1.1)

yCt -YyVtl (11.1.2)

zY t)-z o  (II.1.3) r,-

Zptk..-,

:'"'i
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The parameter vector 8, describing the initial position and velocity, is:

-(x°' Yo, v ' Vy, Zo) (I1.l.4) -"

where v., v., denote the x and y components of the constant velocity

vector of the target, and ' denotes vector or matrix transpose. The target

moves at a constant depth zo.

Assuming the TDOA estimates (measurements) Td(O.tk) are

proportional to the corresponding range difference rd( 6 ,tk) one has

Td=rd((OItk)/C (115

wh e re,

rd[8,tk)- rl[8,tk - r2[0 ,tk)l-h | 8 ,tk)

[x,-X (- [ x-xy ] k-o ) 2.. ) 2)2

- (1 ~-x~y~ 2 Y2 -Y(tk)] 2 .z)211.)

and c denotes the speed of sound propagation in the medium. The

corresponding range difference measurement z(tk) made with a sensor-

pair is given by

zn~tk)-hk-1,n (1I.1.7) -l,,"

where wz, denotes the measurement noise.

The depression angles are

h2 (e,tk)&AIC(,tk) A -

-tan- r..8) '

and,

h 3(e,tk)A 2 (,tk)

,-.- ~

.-. , .,'

.-. /~ .. A. .-; A.

%z
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-tan-t 0o 1U1.1.9)
[x tk)2_cy ytk))2]

The Correepondins meaourement§ made with the oentiore are

Z2(tk)uh2 (0,k)+W2(tk), =,, 1..0

and,

Z3 (tk)-h 3 (0 ,tk )+sWZ(tk), k-1,.,n(1.1)

w h ere w, W2  denote t he an glIe measurement n o ises.

Assuming that the measurement noises are independent, identically

distributed, normal with zero mean and variances iI

i-1,2,3, the individual likelihood functions of the parameter 0 (the L

Joint pdf of the observations Zi=[z, (tk), k-...,n]. 1-1,2,3,

conditioned on 0) can be written as:

Az (e)=p(Z1 iOe) -

n
I T p(zI(tk)Ie)
k-I

cx~exp 2Ezi(tk)h(O~tk) j2 }(11.1.12)
whe re 1=1 2,3 and k= 1,. .,n, a nd a, de no tes t he no rma li zat ion

constants.

A

The covarianc e of any unbiased estimate 0 (Z) of the (non-

random) parameter 0 cannot be smaller than the CRLB namely

where
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Jfz(e)- -E -A InAz (e) - Jz,(e) (lll ) .ii,-

is the FIM corresponding to the combined informational content of the

three independent sets of measurements. The Hessian, symbolically written

above as the second derivative, is evaluated at the true value of the

parameter 8. The additivity follows from the assumption of independence

of the measurement noises.

It can be seen that the identifiability condition is equivalent to

requiring the FIM to be nonsingular. Otherwise the lower bound is not

finite and the parameters are not identifiable.

g Using the gradient notation (a column vector) where

- E[ dx o ' dy ' dv ' dVy' dzo  (.. ...)

i one can evaluate (11.1.14) as follows.

3
Jz(e) = - E(VeVoInA. (9)]

f-1

3 F

i-I Zi k-1

3 (n
'0 E I IV h.(8.tk)(Vehi(etk)]'

-i e [Zl(1 tk)fz,(tK) I(O tk)) (11.1.16)

K D en ot inga t he g r ad ie nt a nd H e ssian o f h a s hs a nd h00 .

respectively, i.e.,.

I--.
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vehl(e,tk)Ehie(tk)(1.17

V9V6'h(Otk)5hiee(tk)(1.18

for i-1,2,3 "i eId s

3

2 E( hie(tk)hie't~(tkiet)[zi~tk)-hi(Oltk)]} (11.1.19)
1=1 k=1

Since expressions (11.1.17) and (11.1.18) are dterministic, the only

stochastic term in (11.1.19) is.

zi(tk)-hi(6,tk)= w, (tk) (11.1.20)

which was assumed to be zero-mean. Thus (11.1.19) becomes

3 n

i-I 'k=1.

where it is assumed that the set of TIJOA and depression angle measurements

are obtained with a single sensor-pair at n discrete instants of time._

A necessary condition for the invertibility of (11.1.21) is that n~dim(8)-m,

in this case m-5. The analytical expression for (11.1.21) can be obtained

* from (11.1.6), (11.1.8), and (11.1.9) but at the same time it is too

complicated to obtain explicit expression for its invertibility. As

discussed in [8] the full rank condition of the set of gradients in

(11.1.21) is sufficient for invertibility and thus local identifiability.

Since our problem pertains to local identifiability one can work on this

condition to obtain the results.

The special structure of (11.1.21) as a sum of dyads implies that it

w ill be inve rti ble if f t he set o f vectors hie(tk), k- I,.n, 1-1 2,3,

2.............-...._N 2--
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span the Euclidean space of dimension m-dim(e).

11.2 The Identifiability Condition

To determine target localization parameter identifiability from TDOA

and the two depression angle measurements, the gradients hie(t), -1,2,3 are

evaluated using (11.1.6), (11.1.8) and (11.1.9).

We denote the gradient vectors as follows

he(tk)-Vehi(O,tk)-[aik bik, aiktk, biktk. Cik"3 i-i,2,3 (11.2.1)

where the quantities in the last bracket can be obtained explicitly as

done in Appendix A. When only TDOA measurements are considered the

spanning condition is equivalent to the determinant D, being non-zero.

where

ail a12 a,3 a14  as "
{b, b, bt b 4  b s{5''''

IDl - allt 2 at Sj 42 asts  - 0 i-I (11.2.2)
bilt1  b12t2  b13t3  b14t4  bi5 t5
cil ci2  cis cl4 15..

H
Similarly ID21 and ID31 can be written corresponding to depression angle

measurements by substituting i-2,3 in Eq. (11.2.2), respectively. However,

if all the sets of measurements are also considered the determinant of

7' (11.1.21) should be considered. Since the determinant of the sum of

matrices is very difficult to evaluate the identifiability will be is
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discussed in the sequel for one type of measurement at a time. The

evaluation of the determinants is relegated to Appendix B.

The conclusions are summarized next. When the target is at endfire,

i.e.. target bearing angle is zero and target depression angles are also

q

zero, then the gradients are zero, which precludes identifiability. .:.-

Furthermore in the far-field B,(J,tk)-B 2(B,tk) and AJ(8,tk) A2(0,tlc) which also precludes

identifiability. When BI(Otk) B2"(,tk)-7, and AI(8-tk)-A2(etk) i.e., target

motion in the perpendicular bisector plane of the segment joining the

sensors one has blk-O, clk-0 and the target cannot be

practically identified as will be seen later. From the above the

near-field cundition is necessary for identifiability. The condition for
L _

1D)11 0 has been discussed in [7] for a 2-d case. To obtain a similar

condition for a 3-d the case is tedious and has been relegated to

Appendix B. Thus, with the 5-dimensional parameter vector for a target

moving in a 3-dimensional space one has practical identifiability from

TDOA and depression angle measurements unless:

1) Target at endfire or far-field.

2) Target motion in the perpendicular bisector plane of the segment

joining the two sensors.
11.3 CRLB f'or the Combination of' Complementary Measurements.

The contribution of additional measurements made with a pair of sensors,

such as single-sensor target frequency estimates (measurements), which are

:-: '



denoted with i-4.5 as

fj(O.t k)1h[ ] _3 [e,t ]/cf 0  i-4,5 j-1,2 (lI.3.1) q

where r,_ 3 (etk) denotes the time derivative of the range measured

by the respective sensor, c denotes the speed of sound propagation in the

medium and f0 denotes the Doppler-free target frequency. The

corresponding measurements are

zi(tk)-h(O.t].)*wz, (tk) i-i,2 (11.3.2)

where wZi is the measurement noise, which is white, with zero mean

)2

and a variance '-..-

* The total FIM JZ(e), corresponding to all the sets of measurements

obtained with a pair of sensors, is given by

5 n. :": j~z(e )=i o~ 2 k 1 hj9(tk)hie" (tk) (11.3.3) '- '' ..

i-i k-I

where hie(tk) denotes the gradient of hi(e,tk) as defined earlier in Eq. (11.1.17).

11.4 Additional Performance Measures.

The inverse of FIM is the CRLB for the error coavriance matrix P

associated with the target localization parameter estimates i.e.,

- PJ-t(O) (11.4.1) ii

where J-e) denotes the FIM for the combination of multiple measurement

sets. The determinant of J-1(8) provides a measure of the lower bound

of the hypervolume of the multiple dimensional uncertainty ellipsoid 1101,

associated with target localization parameter estimate. The shape of the

. .. . . ...... _--._--_.._..._--.._.__... If'-- -- 11..
+

Irll %llll In
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uncertainty ellipsoid can be obtained from the solution of the eigensystem

involving J-1(e). The eigensystem provides the following interpretations:

i) The lengths of the axes and their orientation in the reference coordinate

system are given by the corresponding eigenvalues and eigenvectors, i.e.,

J-(B)Ei - ,iEi (11.4.2)

where E, and hi are the eigenvectors and the corresponding eigenvalues, respectively.

ii) The dispersion of the eigenvalues , mx / m, also 

provides a measure of parameter identifiability [7].

The uncertainty ellipse for the target's horizontal position at

time t can be easily derived from J- 1 (e) as follows. The predicted

position for ti~ae t is
• . . .._

?~t 8 ]e ("I.4.3) A

One can obtain the corresponding position error covariance matrix

corresponding to time t, C (8.t) as:
P

The shape and area of this position uncertainy ellipse can be obtained

from the appropriate eigensystem solution.

"'=i " * 
°

. . . . . .° . . . . . , . . . . o . . .o . . - . -•
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III. PERFORMANCE PREDICTIONS

The performance measures discussed in Section II, i.e.,

* identifiability, matrix or data ill-conditioning, the area and elongation

of the ellipse, are determined for various situations in this section. Ak

Five scenarios of target trajectory and sensor configurations were chosen

to determine the feasibility of target localization using measurements

from a pair of sensors. Using sequences of TDOA, depression angles and/or

frequency measurements, questions of identifiability, matrix

ill-conditioning, and target parameter uncertainty will be addressed with

the aid of FIM.

Case I

The first case consists of a target trajectory making an angle of

450 with the array axis as shown in Fig.2a. The target passes between

the sensors spaced 2 km. The target location in this case is generally

identifiable, from TDOA and depression angle measurements (sensor

configuration A from Table 1). The FIM was determined for a constant speed

of 10 kn using a sequence of eight TDOA and depression angle

measurements corresponding to the eight equispaced target positions

indicated in Fig.2a. The target is assumed to be moving at a depth of

0.2 km. The FIM was evaluated and found to be non-singular with a

conditioning measure. lOgIo(Xmax/.j,)=7.78. The standard deviations of TDOA and

depression angles are 0.1s and 6u respectively. The area of the

corresponding two-sigma horizontal position uncertainty ellipse, shown in

Fig.2a corresponding to the largest ellipse is 0.9 km 2 . Under the

Gaussian assumption, the positional estimate will fall within this ellipse

S. . ... . .r-
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, with 86.5 7 probability. The depth standard deviation was 0.04 km. The

addition of frequency measurements to the above measurements

,. (configuration C) further improves the performance. The zero-Doppler

frequency is 100 Hz. The standard deviation of frequency measurements was

0.1Hz. The corresponding conditioning measure was 7.55 and the largest
'

area of the corresponding two-sigma position uncertainty ellipse was 0.615

km 2 as shown in Fig. 2b and the depth standard deviation was 0.0358 km.

Using only TDOA and depression angle measurements with the latt" more

accurate to 0=30 resulted in a considerable improvement in 'he

performance measure. The corresponding values for the conditioning measure

and for the area of the largest two-sigma uncertainty ellipse are 6.96 and

0.319 km 2 respectively. The results are shown in Fig.2c and the depth

standard deviation was 0.0348 km.

It is interesting to note that results from Fig.2a when compared to

those from [7] show that for these numbers the 3-d problem with TDOA

and depression angles yields better accuracy than the 2-d problem with

TDOA measurements only.

Case II

The second case examined consists of a target trajectory that is

perpendicular to the array axis and intersecting the axis at a point

outside the sensors as shown in Fig.3a. Configuration A namely, TDOA and

-" the two depression angle measurements was considered. The FIM was very

ill-conditioned and the uncertainty areas are too large. The addition of

frequency measurements (configuration C) significantly improves target

ilocalization. The FIM was first obtained for the TDOA and the two

depression angle measurements (configuration A), each set
.5. . . ~ - _____ ____ _____ ____ ____

' ...-.. .."" " " "" ".... .-.. " """" ""'e ..'"" "" ""- e.. w *l.. """ ' "- "" ' ...""
"

; ".T,-'.".,,":'- r ." . .. 3 ,", "'' ;.
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consisting of eight samples. For a target speed of 10 kn and the sensors

spaced 2 km apart, the matrix conditioning measure is 7.18 and the area

of the two-sigma position uncertainty ellipse shown in Fig.3a is 1.6 km 2

and the depth standard deviation was 0.0634 km. The addition of two sets

of frequency measurements and all the other quantities remaining the same

(configuration C), gave a matrix conditioning measure of 6.48, and the

area of the two-sigma position uncertainty ellipse as 0.496km2

respectively, as shown in Fig.3b and the depth standard deviation was

0.05698 km.

Case III

The third case examined consists of a target trajectory that is

parallel to the array axis. Evaluation of the FIM based on the TDOA

and the depression angle measurements (configuration A) indicated still

poor localization as in Case I. This is illustrated in Fig.4a. 0-,

Localizability can be improved by the addition of the frequency

measurements (configuration C). The FIM was obtained for combined ....

sets of TDOA and depression angle measurements consisting of eight

samples each and sets of TDOA, depression angles and frequency

measurements, consisting of eight samples each. The matrix conditioning

measure and area of the two-sigma position uncertainty ellipse as shown in .-F.

Fig.4a. and Fig.4b are 7.43, and 1.357 km 2 (configuration A) ,

respectively, and 5.98 and 0.438 km 2 (configuration C) respectively,

and the depth standard deviations were 0.099 km and 0.089 km,

respec tively.

i 4.
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Case IV

The fourth case consists of a target trajectory perpendicular to the

array axis passing through the individual sensors and equidistant to the

two sensors spaced at 2 km i.e., in the perpendicular bisector plane.

The FIM was evaluated on the basis of TDOA and depression angle estimatesS.
(configuration A). Regardless of target initial position along this

trajectory or target speed, a constant TDOA sequence of zero results. The

target localization parameters are practically unidentifiable if based on

TDOA and depression angle measurements alone, as shown in Fig.5a. To

localize a target with this trajectory, it is necessary to obtain

additional measurements. Frequency measurements obtained with each of the

sensors were used in conjunction with the TDOA and depression angle

measurements (configuration C). The FIM was evaluated for the combined

five sets of measurements. The matrix conditioning measure is 6.73, ... ,Z

which although relatively large, produces resonable results. The

corresponding two-sigma position uncertainty ellipse illustrated in Fig.Sb

has an area of 0.205km2 and the depth standard deviation was 0.0367 km.

The FIN was also evaluated for depression angle measurements only

(configuration G) and the target was found to be practically

*. unidentifiable. The standard deviation of the depression angle

measurements was 60. The conditioning measure was 6.73 and the area of

the two-sigma uncertainty ellipse was 17.41 km 2 as shown in Fig.5c with

the depth standard deviation of 0.0583 km. Finally the FIN was evaluated

for frequency measurements only obtained separately with the two sensors

* (configuration D). The standard deviation of the frequency measurements

was 0.1Hz. The resulting conditioning measure was 7.45 and the area of the

two-sigma uncertainty ellipst was 2.59 km 2 as shown in Fig.5d, while the

r • -_. ," • • , -" ." ..- ' 4.,' , LeLK_. -,L. L- ,"" -... .... ... ' . ... " . . . . ...
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depth standard deviation was 4.46 km. The horizontal localization

uncertainty is not too large but this measurement carries practically no

information about depth.

Case V

In this case the target trajectory was as in Case I but the types of

measurements are different. The FIM was evaluated using only the

target frequency measurements obtained separately with two sensors

(configuration D). The results revealed that the target is generally

identifiable as shown in Fig.6a. Addition of depression angle measurements

(configuration F) improved performance as shown in Fig.6b. The

conditioning measure and the area of the largest two-sigma uncertainty -

ellipse are 7.097, and 0.805 km 2 , respectively, for (configuration D)

and the depth standard deviation was 2.16 km; and 6.74 and 0.325 km 2 ,

respectively, (configuration F) as in Fig.6b. and the depth standard

deviation was 0.0384 km respectively. Finally the FIM was evaluated by

assuming only TDOA and frequency measurements (configuration E). The

target is identifiable and the corresponding matrix conditioning measure

is 7.467 and the area of the two-sigma position uncertainty ellipse as in

Fig.6c. is 0.203 km 2 and the depth standard deviation was 1.211 km.

Note that in all the above cases that have been evaluated the target's

direction of travel along the constant velocity trajectory does not affect

the results of the analysis.

II
-1h.

-".% - r .- ,.- -" -"-" " " '-'. - .- .. .- = = , ,: ,- .--.-:. - - " - - ".l , 
"
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IV. VALIDATION OF THE PERFORMANCE PREDICTION TECHNIQUE. .

Experimental performance evaluation was done with the implementation
I

of a maximum likelihood parameter estimation algorithm by using .

simulated measurement data. The algorithm uses the Conjugate Gradient

Search method to minimize the least squares criterion equivalent to the

maximum likelihood. In this algorithm the error measure is the difference

between the noisy measurement data and measurement predictions based on

the estimated localization parameter values. Simulated data consisting of

TDOA, depression angle and frequency measurements were formed for one

selected scenario. The measurement data were corrupted by additive white

Gaussian noise of a known variance. For one scenario as in Case I, 50

Monte Carlo tracking simulations were made to form a statistical base for '

examination of the localization error. The resulting localization

estimates were then plotted, forming scatter diagrams indicative of the

algorithm's performance. The corresponding two-sigma error ellipse as

predicted by the FIM's were superimposed over the scatter plots, allowing

for a direct comparison between the experimental and the theoretically

predicted performance. The results are shown in Fig.8. For the 50 tests "

performed, good agreement exists between the experimental results

and the theoretical uncertainty ellipses shown. A sequence of

uncertainty ellipses and the corresponding scatter diagrams are shwn in

the figure for the duration of the target path from which measurements

were obtained. .-

IJ.- ,L,- , .- . .- . *.." " • . . .- : ~.. . ........... .. .... . . .. .
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V. SUHfKARr AND CONCLUSIONS

Following the earlier work [ 7 1, where the analysis was done for a

two-dimensional tracking problem with two omnidirectional sensors,

in this work the analysis has been extended to a three-dimensional

tracking problem with two sensors. An analysis procedure based

on the information contained in various sets of measurements, viz, the

TDOA, the two depression angles, and the target frequencies measured

separately with the two sensors has been developed and tested for

evaluation of target localization with a pair of sensors, when the target

moves in the vicinity of the sensors. This tool was initially used to

determine if the informational content of a set of measurements is

sufficient to identify the localization parameters. The analysis also

yields important performance measures such as algorithm convergence

indicators, position and velocity parameter uncertainty ellipses for a

three -dimensional passive tracking problem. Examination of the performance

for various test cases provided insight relating localization accuracy to

target trajectory relative to sensor positions, measurement types and ..-

* measurement quality. The results demonstrate that reliable localization

based on TDOA and depression angle measurements occurs primarily I
for targets passing between the sensors. The TDOA measurements in

conjunction with the depression angle measurements were observed to yield

a somewhat elongated position uncertainty ellipse. The simultaneous use of

all types of measurements, i.e., frequency, TDOA, and depression angle

produced an improved uncertainty ellipse in terms of eigenvalue

dispersion.
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A more interesting finding is that a target in motion in 3-dimensions

can be localized by using only the target frequency measurements obtained

separately with two sensors.

The results of the computer simulations are in good agreement

with the theoretical performance predictions obtained with the CRLB.

The following important results can be stated

I) A target in motion in three dimensions can be localized by evaluating

the TDOA and depression angle measurements (configuration A) obtained with

two sensors, unless the target is at endflre or far-field. Motion in the

perpendicular bisector plane is practically not identifiable.

2) A target in motion in 3-dimensions cannot be practically localized by

evaluating only the TDOA measurements (configuration B) obtained with two

sensors. However, it can be localized by evaluating only the target

frequency measurements obtained separately with two sensors

(configuration D). Any additional measurements like the TDOA or the

depression angle measurements improve performance.

The analysis is general and can be applied to air acoustics, passive

radar, and electromagnetic direction finding. With such an analysis tool

one can predict performance. i.e., the ability to track, and separate

targets, for various types and qualities of measurements. This analysis

indicates the potential of a field of sensors in tracking targets.
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APPENDIX A

Evaluation of Gradients - hie(tk)

To determine target localization identifiability from TDOA and the two

depression angle estimates, the gradients of hiCO, ) , i-1 2,3 are

evaluated using equations (11.1.6), (11..8) and (11.1.9) in Section II,

as follows:

dh x-x tk) x 2 -x(tk)
.x 0  i(el tk) = - rl(OtkT + r 2 ((,tk)

". [rI(0, tk)  X 2Ctf X(tk)-X 1') (PI(~~ I k)-X 2' f 2(e ,tk) L
= P1 (o ,tk)I re -tT \P2TOtk) \FrjyyJ

=cosBikcosA - cosBkcosA2k

= ak (A.A)

where

p1(etk) [ x1_X(tk))2_(yl Y(tk)) 2  (A22

and,

•) . .. e2),

and Bik and B2k denote the bearing angles at time 12

. t.
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tk measured with respect to a plane passing through the two sensors

* and the target. Similarly

d hlBt) nBlkcosAk sinB~kcosA~k

-bk(A.4)

dZh(,k ZE0  - ___

d = r(8,t) rZ6,tk

-sinAlk -sinA 2k

CA (A.5)

hlOek aY-aA (A.6)

dvh(O ,tk) =blktk (A.7)

Similarly g radien ts o f h2 (8e, tk ) and h3 (8, tk ) a re

-!Lh2 (e,t ) = ~-tan1
dxo dx0  x-tH+IY~n]

ZO (rl(6,tk)2

1 iltk2 (-cos k)

r P

-a2, (A.8)

d__ __--h2C t)- tan-0
dy0  22 2

_..X -(tk))2+(y -Y(tk))J

sinAl

~A%
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-bA (A.9)

-h~~~~, 
-*, -5-an 1-

dZ0 2 ,k) dzO -

( (xl-Xu.k)i 2 +cY1 -Yuku)2 ] 2

r2

cosAlk
r,

'C~k(A.1O)

dv,

--L2t baktk (A.12)

dx0 3 ,"tk) (r2 ( t)2J p2 C.~

~ 2 k~(-cosB)

-a 3k  (A. 13)

Si nA

r 2 asn~

-b (A. 14)

d p2

dz 0  r2~

F2

'CA (A.15)

ordVh 3 (8,tk) -a 3k tk (A.16)

d hPCOItk) b b3 k tkL(.7
ay

If the frequency measurements are also considered the gradients of (.7

hi, i-. are evaluated using the Eq. (11.3.1), i.e. t~
I h(e Ak) -c r~ r L.r3 ' V(XJ-Xtl))24v (YjY(t)(XJ-X(tj))

cx Y
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1-4.; J=1.2 (A.18)

d f 0( 'Y----
dyhIOk F rj.( rj X xx(tk))(y ~Y(tk))+vy (y -Y(tk) )'IJ

=bik, i-4,5; J-1.2 (A.19)%

d ~ ~~~~~ f~ 0 v~Jxt)ev(JY(tk))
dzoz(8 tk -z rj3 XI +

.Cik. i=4.5 j=1,2 (A.20)

vh (e,tk) -C r

+ [vXJ-X(tk) ).-Vy(yj-y(tk) )] (Xj-x(tk))t)
r3

-k i-4,5; j-1,2 (A.21)

d fO(y fY&-2 vytk)

i-,5 yr, (A.22) Ytk)

h(XJt)=e( 8 tk)+y

=aik. bik, alktk, btktk. CikJ (A.23)

a-.'
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Iuentifiabiliy Conditi ons for the 3-d case

The identifiability condition is evaluated in two steps;

I) To prove the identifiability of the corresponding system only forr

* TDOA estimates.

2) Apply the approach in step (1) to the general problem where the

TDOA and depresssion angle estimates are considered. In addition

* the complementary measurement sets may also be considered.]

B.1 Step I- only TDOA measurements considered.

*In this case one has now to show that the determinant of the matrix

DI is non-zero. Using the relation tk -k-I )A, I D, I reduces as

a1  a1  a 3  a~ a1it 12 13  b14  1,5
1D11 - ci 1  C12  C13  C1 4  C 15 (..1

0 al2A a 13 2A a143A a 154A
0 b1 A b1 2A b143A b154A

* This determinant can be developed along the first column from which one

can deduce that I1DI can be zero if

1) all , 0 and, (B.1.2)

2) bil 0 and, (B.1.3)

3)% 0(B14



which further implies that

1) alk 0 and, (8.1.5)

2) blk - 0 and, (B.1.6) P

3) C(8 0 (B.1.7)

(This follows from the fact that 1D1 J can be developed along any column.

Also, k-I,.., 5, since the minimum number of measurements are considered.)

S at - 0 cosBkcosAk - cosB2kcosA2 0 (B.I.8)

blk 0 sinBtcosAl -inB2cosA2 = 0 (B.1.9)

ck = 0 =o sinA - sinA2 -0 (.1.10)

The above three conditions imply the following:

When B1 (0,t,)=B 2 (0,t) and A1 (8,tk)=A 2 ( ,tk) one has h1 C(.tk ) 0.g

Thus a measurement does not provide any information, when the target is at

endfire. Furthermore, in the far-field B2( 8 ,tk) B 2 (O,tk)

and AI(0,tk)--A 2 (0,tk ) and all the gradients are practically Ad

. zero, which, as intuitively expected, precludes identifiability. In other

words the near-field condition is necessary for identifiability. When

Be, tk ) B2 (et) n , and A(, t ) - A2(0 ,k i e. . along the

perpendicular bisector plane of the line joining the two sensors, one ......

has bik = 0 and cik - 0 and motion along this perpendicular

bisector plane also precludes identifiability.

In addition for determinant of D1 to be zero the following have to

be simultaneously zero i.e.,

,L

--- ' -,.' ' -' . """,,; , "- ,' , " ,o e , ." , T 'J.* " '"w " "',,,'' ".,' " . ..',.........".......-.'.' " '-.
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4) IDbcl - 0, and (B.1.11)

5) IDacl 0 O, and (B.1.12)

. - .

.- 1

6) IDabi = B1.3

where

b b13  b14  b15  L
C12H

Dbc 1 i12 a13 a 1 4  1 5 •-

Lb12A  b132A b143A b154A J- l

a12 a1 3  a1 4  Is51C 12  C C1 4  C1 5D ac a1  a132A a1 4 3S a 4.

b12
A  b 32A b 3A b1s44 "

a12 813 814 i15 '
b12 b b b 15

Dab a,26 a13yl a,43A 8154 Ib 12 b32A bt'3A b-s4A .. " . ::

%~' a13 a14 a
Lb12 b 3  b3 b4J

For conditions (B.1.11) through (B.1.13) to be true one has to examine the

determinants individually. By properly partitioning one can derive the

folIlowi ng: / .:( -. cp

IDbl 1 iu lDllbc22-Dbc2Dbct,-'Dbc121 if DbC11 exists.

where it can be shown that Li

Sc + C c -C A1'

IDbc,1I. 4coso cos ())sin( 2-- )cos( )sin(23  Al-A 23 .2 2 " ..' 2 "

4.cos0 3cos( 2 )sin( ( )Cs( )sin( (B.14)

=.* ,.. Ila , ° ,
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where 0k C(,0 tk) and C2 (8t t) are angles as defined in the

Fig. B.I. The above two terms are identically zero iff:

i) C12 .C22=r

ii ) C13C 2 3-n .
," -" ,4

C +C2k=n (B.1.15)

i.e.. motion along perpendicular bisector plane of the line joining the

two sensors.

iii) 'k 2

iv) A 12 'A 2 2 -i-

v) A 13 A23 -71

and AlkIA -7 (B.I.16)

i.e., Target at infinite depth, a condition redundant for the problem

defined as the depth is considered to be constant at zo .

vi) C 1 2-C

' vii ) C13 -C 23

= CkC2k (B.I.17)

i.e., Target at endf ire or far-field.

viii) A 12 -A 2 2

ix) A 13 -A 2 3

Ak=A , (B..18)

i.e.. Target motion along perpendicular bisector plane of the line joining

r the two sensors or target at endfire or target at far-field. Finally,

with some mathematical manipulations one can derive the following:

"% %

. ..

,: .• .,..- .. ..-. ... -, ...,, -¥% ...% .... -K



Db I- A 2 i 2(bI 2C13-b13C1 2) (a1 4b1 5-a15b14 ) -4 (b14C13-b13C1.) (a1 2b15-a15b12 )

-8(Cb 12CI4-b14C,2) (a1 3b15-a15 b1 3) -3 (bl 4Cl3-bl 3Cl4 ) (a14bl 2-a1 2b14 )

-6 (b12t 15-b1 5C12) (al 4b13-a1 3bl 4 ) +2(a1 2bl 3-al 3b1 2) (b14C15-b15CI4 ) }(..9

ID, I -I Dat -a 2 ~a~D acl, Da2I if Dacl 1 exists.

Also,

ID~cill -4sjl( 1 2 2 2 )sin( 12 2)COS( U 2 sn 32

D~I2 2 A~ 2 3  A- 2 3

A12 +A2 2  A12 -A s___ C2)in(13v3- C2 3 )+ 4cos( 2 ) 2i)sin22 )sin( 2

The above two terms in the R.H.S. are identically zero iff

I)C 12 -C2 3  N

ii) C1 3'C2 3

i.e., Target located at enfire or f ar-f ield.

uii) A13-A2 3
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iv) A12 -A 22

= A(B.1.21)

i.e., Target motion along perpendicular bisector plane of the line joining

the two sensors, or target located at endfire or far-field.

v) A13"A 23 - i

Vi) A12 +A22 =i-

= Atk A=-rt (B.I.22)] --

i.e., target at infinite depth, a condition ruled out for this problem.

As before one can derive the following expression:

I Dac 1 &2 12(a 2 c1 3 -a 1 3 C1 2 ) c(a 1 4 b, 5 -a 5 bt 4 ) -4 (a 14 c 13 -a 1 3 c1 4 ) (a 12 b1 5 -a 1 5bI 2 )

-8 (a 12c 14-a 1 4 c1 2 ) (a 1 3b1 5 -alb 1 3 ) -3 (alsC 3-a3C 5 ) (a 1 4 bt 2 -a 1 2 b1 4 )

-6(al 5c 1 2 -a1 2C1 5 ) (a 14 b13 -a 13 b14 ) i'2(a 2b13 -a 1 3 b,2) (a 14 cl 5 -a 15c 14 ) } (B.1.23)

Similarly, , :

Dab I DabI I Dab22 Bab21 Dab, -l Dabt2I i f Dabil e x i s t s

' where,

-C C2  - C-C C13 C2  C1 -C23  %
, a 4b o cos sin( 2 -)sin( 2 )C- 2 C.,)sif(2

st os C 1 2 ,2 2  (C 12 "C2 2 )si(C I3 *C-23  C13 C 3 ) %(-.1.- ) --
-4coso~~~ ~~~~ 2. Co sn 22)sn B .24
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The last two terms are identically zero if,

) C12'C 22-ff

i) C13*C23-11

i.e., Target motion along perpendicular bisector plane of the line joining ~ j

the two sensors.

iii) C12-C22

IV) C13'C23

C~'~ (B.1.26)

i.e., Target located at endfire or far-field.

v) ti~j(B.I.27)

* i.e., target at infinite depth, a condition ruled out for this problem.

As before one can show that

A~I 2 1 (a12b13-a,3b12) (a,,,b5-a,5b14 ) -4(a 14b13-a13 b14 ) Ca12b15-a15b12)

-8 (a1 2b1 -a14b12 ) (a1 3b15-a15 b1 3)-3 (a15b13-8l 3b, 5 )(a1 4bt 2-al 2b14 )

-6(a 2b1 5-al 5bl 2 ) (al4b, 3-a,3b1 4) +2(a 12b,3-a1 3bl 2J (a14b15-a 15b 1,) (B.I.28)

One can now combine conditions (1) through (6) and the respective

equations to determine the determinant of D,
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Suf f ic ient Conditions of Unidentif iab il ity

From the above analysis it is clear that for determinant of the main

m a t r i x Di  to be zero the determinant of all 2x2 submatrices must be
zero. The details of the workout can be obtained in 29 ]. Also on -,-

inspection all the above conditions reduce to the following three

important conditions as follows:
i ) C ~ C x=i 

. .=.7~+ t 

(B.1.29) : ..

i.e., Target motion along perpendicular bisector plane of the line joining

the two sensors.

ii) CA -C~

B tjk B ~l (B .I.3 0 )

i.e., Target located at endfire or far-field.

iii) Al=AA (B.1.31)

i.e., Target located at endfire or far-field, or target motion along the

perpendicular bisector plane of the line joining the two sensors.

B.2 Step II-TDOA and depression angle measurements

In this case one has to show that the IDI exists where:

Al A2  A3  A4  A5
B, B2  B3  B4  B5 t

IDI C1 ~C C C4  C5  (B.2.1)
Alt1 A212 A3t3 A4t4 A5t5Bit1 B2 t2 B3 t 3 B4 t 4 B st5

From Ref. [141-[ 16] it is sufficient to show that ID I ID2 1 ID3 l

is non-zero, where D1 , D2 and D3  are as defined in Section II.

Existence of the first term is already shown in Step I above. If one works

through the evaluation of I D2 1 and I D3 1 one can show that:
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JD11 ID2 1 ID31

= 2(12H(K'-X'+Ti-4ScL'-Y'P-Q(r-z-R'

+3R(M'-V'-Q")-6P(O'-V'+S )+2T(F'-G' H') ( {B.3.2)

where the constants can be obtained from [29). On closer examination of

Eqn. (B.3.2) it is clear that the terms on the R.H.S. are identically zero

if the submatrices of determinants 0,) D2 and D3 are zero which as

in step one reduces to the three main conditions as in the Equations

*. (B.29) (B.30) and (B.31).

B.3 Identifiability condition for the three-dimensional case when -'

- only frequency measurements are considered

When the FIM is evaluated by considering the single-sensor

target frequency measurements obtained with two sensors, the target is

generally identifiable. The sufficient conditions of unidentifiability

are developed as follows: In this case one has to show that the

determinant of the matrix Di . i-4,5 is non-zero, where the IDi I is

given by

ail a12  a13  a14  ais
bil b12  bi3  bi4 bi-

Dil = C1s c1 2  c13  c1 , cis i-4,5 (B.3.1)
dil d12  d13  d14 d,
e1i e, 2  e, e,4  es-

where the quantities that make up the determinant are obtained from

Appendix A. As before, one can develop the determinant along the first

column giving the sufficient conditions for the IDtl to be zero. The

basic conditions are

.4.o
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1) ak-O, or its minor-O and, (B.3.2)

2) btk-O or its minor-O and, (B.3.3)

3) cm-0 or its minor-O and, (B.3.4)

4) dik-0 or its minor-0 and, (B.3.5)

5) eik-0 or its minor-O and, (B.3.6)

where i-4,5 and k-I,...5, C since the minimum number of measurements are

considered. )

When the target is at endfire and moving along the line joining the two

sensors, then v. is some value say 10 kn and v =0, one can show from

the Eq. (B.3.2) that

1-(cosBikcosAik) 2  (B.3.7)

which is true, since A and B are both zero.

Similarly, one can show that the Eq. (B.3.3) reduces to

cosB ikcosAiksinB ikcosAik- 0 (B.3.8)

which is true, since Ak and Bik are both zero -.

Similarly, under the above conditions the Eq. (B.3.4) reduces to

tanAikcosBikcosAik-O (B.3.9)
which is true since Aik and Bik are both zero. The minors of

d,, and eik eventually reduce to zero as a consequence of the

Equations (B.3.7), (B.3.8) and (B.3.9).

When the target is at far-field it can be considered moving

perpendicular to the line joining the two sensors which means v,=0 and

vy is some value say 10 kn, then the Eq. (B.3.2) reduces to

si oIkCOsAtkcosBikCosAk=O (B.3.10)

which is true since BIk900 and Aik=O.

Similarly, Eq. (B.3.3) reduces to I-.L
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(sinBiBCosA 1 (.3.11)

which is true since Bi.=90 0 and Aik=O.

Also Eq. (B.3.4) reduces to

tanAkSinBlkCOSAik-0 (8.3.12)

which is also true since AiktOr as before the minors of d,

* and eik eve ntually reduce to zero as a consequence of th e

Equations (B.3.10 (B.3.11) and 8.3.12) Thus target unidentifiable

i f at endf ire or far-f ield.

When the target is moving along the perpendicular bisector plane

of the line joining the two sensors it is convenient to consider the

convenient to consider the complete FIM and then evaluate the

determinant of the combined FIM. In this case the target still moves

perpendicular to the line joining the two sensors so that v1 =0 and

VYi s s o me v aIu e s ay 1 0 k n in which case a4,&a,O9 and

S k 0 ats i n c e B + Be - I 8 0 an nd

thus for motion along the perpendicular bisector plane of the

line joining the two sensors the target is identifiable.

m S.._°
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